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Abstract⎯ This paper presents an educational software to help students to learn genetic algorithm techniques. It deals with the 
resolution for the Traveling Salesman Problem, which has as space N cities and wishes to trace the shorter path through all the 
cities only once leaving from the origin city to the destination city. Genetic Algorithm is a technique search to find approached 
solutions in optimization and search problems. Genetic Algorithm is a particular class of Evolutionary Algorithms. These algo-
rithms represent a powerful tool to solve complex problems and they are a technique based on Darwin’s natural selection.  
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Resumo⎯Este artigo apresenta um pacote computacional para auxiliar estudantes no aprendizado das técnicas de algoritmo ge-
nético. Para tal, o pacote computacional utiliza a resolução do Problema do Caixeiro Viajante, o qual possui N cidades e deseja 
que automaticamente crie a menor rota, a qual passa por todas as cidades, saindo de uma cidade origem e chegando a uma cidade 
destino. Algoritmo Genético é uma técnica de procura para achar soluções aproximadas em problemas de otimização e busca. 
Algoritmo Genético faz parte de uma classe particular de Algoritmos Evolutivos. Esses algoritmos representam uma poderosa 
ferramenta para resolução de problemas complexos, sendo baseadas na seleção natural de Darwin.  
 
Palavras Chaves ⎯ Inteligência Artificial, Algoritmo Genético, Caixeiro Viajante Otimização. 

 

1 Introduction 

This paper presents the application of Genetic 
Algorithm in the optimization of the Traveling 
Salesman Problem, (D. E. Goldberg, 1988) to (M. 
Mitchell, 1996). The work consists of the resolution 
to the Traveling Salesman Problem, a very well 
known and simple problem to explain. The problem 
is to find the shortest way among N cities and trace 
it. This searched way must go though all the cities 
only once from a chosen origin city to a chosen des-
tination city.  

To find a resolution to the problem, a mathe-
matical study, as well as the study of the applicability 
of the Genetic Algorithm tool was carried out. 

In this paper, the Genetic Algorithms are utilized 
to find the best fitness function to search for this 
shortest path to all the cities. The possible paths are 
the individuals of the population (chromosomes) 
evaluated according to the number of iterations nec-
essary to find the shortest path. Genetic Algorithms 
belong to one of the areas of Evolutionary Computa-
tion (D. Beasley, 1993) where the optimization proc-
ess is adaptive. The populations of the computational 
structures develop in such a way that the general per-
formance of the population improves in average, that 
is, the next generation is more developed than the 
previous one. The Computational package for the 

Teaching of Genetic Algorithm is a software de-
signed with the objective of teaching genetic algo-
rithms to Electrical and Computer Engineering Stu-
dents. 

2 Basic Concepts 

2.1 Artificial Intelligence  

Artificial Intelligence has brought many ques-
tions since its beginning, starting from its own name 
to the definition of its objectives and methodology 
(G. Bittencourt, 1996). Some operational definitions 
to AI were proposed, such as: a machine is intelli-
gent if it is able to solve a series of problems, which 
require intelligence to be solved by humans. (J. 
McCarthy, 1969); AI is a part of computer science 
that comprehends the project of computational sys-
tems that conveys characteristics associated to intel-
ligence when present in human behavior (A. Barr, 
1981); others prefer to establish the objectives of AI: 
make computers more useful and understand the 
principles that make intelligence possible. (P. H. 
Winston, 1984).   

The main research areas in Symbolic AI nowa-
days are linked to learning, intelligent control, natu-
ral language, evolutionary computation among oth-
ers. 



 Evolutionary computation proposes an alterna-
tive paradigm to conventional data processing. This 
paradigm does not demand previous knowledge on 
how to find a solution to a specific problem. Evolu-
tionary computation is based on evolutionary mecha-
nisms found in nature. These mechanisms were dis-
covered and formalized by Darwin in The Origin of 
Species. Genetic Algorithm is the most popular field 
of evolutionary computation and will be approached 
in the following section. 

2.2  Genetic Algorithm 

A Genetic Algorithm - GA is an iterative proce-
dure that keeps a population of individuals, which 
represent a possible solution to a particular problem, 
(D. Beasley, 1993) to (D. E. Goldberg, 1988). Ge-
netic Algorithm represents, currently, a powerful tool 
to solve high level complexity problems, and consti-
tutes a search technique, inspired by the evolution 
process of the living being, based on Darwin’s natu-
ral selection (Davies, 1991). 

Considering the biological systems as a whole, it 
is observed they have developed strategies of behav-
ioral adaptation along their evolution. This enabled 
their survival and perpetuation of their species. 

The environmental pressures caused these 
strategies to have a strong impact on the biological 
organisms. This impact created deep changes in the 
organisms. 

Manifestations of these changes can be observed 
in specific structures and functioning of organisms, 
as well as in the information organization and inter-
nal representations of knowledge. Based on this 
process of biological evolution of the species, called 
biological metaphor, the GA keeps the information 
from the environment and accumulates it during the 
adaptation period. They use such accumulated infor-
mation to decrease the search space and create new 
reasonable solutions to the domain. 

Among the main factors that have made GA a 
successful technique is distinguished, (D. E. Gold-
berg, 1989): 

• Simplicity of operation; 
• Easiness of operation; 
• Effectiveness in the search of the region 

where probably the maximum meets global; 
• Applicability in situations where the 

mathematical model is not known or is in-
exact, and in linear and nonlinear functions. 

 
Components of a Genetic Algorithm:  

• Individuals: each possible solution to the 
optimization of the problem is codified in 
one string. Each string is an individual. 

• Population: set of individuals. 
• Genetic operators: they are functions ap-

plied to the populations. They allow the 
process to get new populations. 

• Function of Fitness (Evaluation): operators 
and guides for the attainment of new popu-
lations. 

 
The basic structure of a GA is presented in Fig-

ure 1. 
Figure 1 shows that each iteration of the Genetic 

Algorithm corresponds to the application of a set of 
four basic operations: function of evaluation, elec-
tion, crossover, and mutation (Darrel, 1993). 

 

 
Figure 1 - Basic structure of a GA. 

 
At the end of this iteration a new population is 

created. This represents a better approach to the solu-
tion of the optimization problem of the previous 
population. The operations will be explained as fol-
lows: 

 
Initial population - A population of n individuals 

is randomly generated. Each individual of the popu-
lation represents a possible solution to the problem, 
that is, a point in the space of solutions. 

 
Evaluation Function (Fitness Function) - Gener-

ally the aptitude of the individual is determined 
through the calculation of the Evaluation Function, 
which depends on the project specifications. Still in 
this phase the individuals are ordered according to 
their aptitude. 

 
Election - In this phase, the most capable indi-

viduals of the current generation have greater chance 
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of being selected. These individuals are used to gen-
erate a new population through crossing. Each indi-
vidual has a probability of being selected propor-
tional to its aptitude. This method is visualized 
through a circle divided in n regions (as large as the 
population), where the area of each region is propor-
tional to the aptitude of the individual, as Figure 2. 

 

 
Figure 2 – Universal Stochastic Sampling. 

 
The "roulette" with N cursors is equally spaced 

in the circle. The position of the cursors indicates the 
selected individuals after a turn of the roulette. This 
method is called Stochastic Universal Sampling. 
Evidently, the individuals whose regions possess 
larger area will have greater probability to be se-
lected several times. As a consequence, the election 
of individuals may contain some copies of the same 
individual while others may disappear. 
 
Crossover - The individuals selected in the previous 
stage are crossed as follows: the list of selected indi-
viduals is randomly shuffled. This creates a second 
list called “Partner List”. Each selected individual is 
crossed with the individual that occupies the same 
position in the Partner List. This crossing is shown in 
Figure 3. 
 

 
Figure 3: Crossing of two individuals in a simple 

GA. 
 

The chromosomes of each pair of individuals to 
be crossed are partitioned in a point, called cut point, 
and randomly assorted. A new chromosome is gener-
ated exchanging the first half of a chromosome with 
the final half of the other. It must be noticed that, if 
the chromosome is represented by a bit chain as in 
Figure 3, then the cut point may happen in any posi-
tion within a gene, regardless of the limits of the 
gene. In the case of genes represented by real num-
bers, the smallest unit of the chromosome that can be 
exchanged is the gene. 
 
Mutation - The operation of mutation is used to guar-
antee better coverage of state space and to prevent 

the genetic algorithm from converging to local 
minimum to soon. The mutation is performed by the 
changing the gene individual value randomly as-
sorted with a determined probability called “Muta-
tion Probability”, that is, some individuals of the new 
population may have one of their genes randomly 
modified. 

3 GA Applications 

GA has wide application in scientific areas. 
Some may be described as follows (D. Beasley, 
1993), (D. E. Goldberg, 1988) and (D. E. Goldberg, 
1989): 
 
Complex Optimization Problems: Problems with 
many variables and spaces of solutions of high di-
mensions, as the Salesman Traveling Problem. 
 
Evolutionary Computation: It generates programs, 
which adapt to the changes in the system for a de-
termined period. 
 
Synthesis of Analogical Circuits: It is utilized for a 
certain input and a desired output, for example volt-
age. 
 
Genetic Programming: It generates the listing of a 
program, in a determined language, so that a deter-
mined input data set provides a desired output. 
 
Multi-Criterion Evolutionary Optimization: Optimi-
zation of functions with conflicting multiple objec-
tives. 
 
Biological Sciences: It shapes biological processes 
for the understanding of the behavior of genetic 
structures. 

4 The Problem of the Traveling Salesman 

Combination problems are discrete problems, in 
general NP (Not Polynomial). This means that the 
level of difficulty (search space) increases exponen-
tially with the parameters of the problem. A classical 
optimization combination problem is “The Traveling 
Salesman Problem”. In this problem a salesman must 
cover a set of "n" cities leaving an origin city to a 
destination city. He must pass each city once, so that 
the distance covered may be minimum/maximum. 

The number of possible ways can be deduced 
through f(n) function, which provides the number of 
possible ways to "n" cities. For an additional city (n 
+ 1), how many new passages are introduced? To 
have an idea of the level of difficulty to solve this 
problem, it is enough to say that: the waited time to 
find the shortest path between 25 cities is more than 
20 (twenty) times the age of the universe, consider-
ing that it is possible to calculate 10,000 (ten thou-



sand) ways per second. Using a Genetic Algorithm, it 
is possible to get a good solution to this problem in a 
space of reasonable time, where it will be able to 
show the real search power of a Genetic Algorithm. 

5 Modeling of the GA 

Several simulations are performed in order to 
prove the proposed methodology. 

Figure 4 illustrates the organization chart and 
each step is commented: 
 
1) Opening of Archive  

 
The data archives that contain the information of 

the cities need to be opened. They possess the identi-
fication (name) and the coordinates (x, y) of the cit-
ies. For such, it is necessary to enter the menu Ar-
chive and click on Opening. The option called 
“Leave the Program” is shown in this menu or lock 
up the program. The archives contain the data with 
the following format: 
 

City 1 
Position x 
Position y 
City 2 
Position x 
Position y 
. . . 
City 10 
Position x 
Position y 
 
On the program screen, the situation above is 

presented according to Figure 5. 
 

2) Selecting the city of origin and destination 
 
The origin city is chosen from the Origin field, 

this will also be the destination city. 
 
3) Selecting the route 

 
The desired optimization is selected from the 

Route field, in this case the “shortest route”. The 
crossover and mutation rate will appear automati-
cally when this field is selected. In this program the 
default values are 0,9 for the crossover rate and 0,2 
for the mutation rate. The initial solutions are created 
and the shorter routes, among all, are displayed. Fig-
ure 6 presents this step. 

 

 
Figure 4 – Modeling of the GA. 

 
 

 
Figure 5 – Entry data. 

 
4) The layout of the program has a button called 
Minimize Route; it is used to determine the shorter 
route. This button is responsible for the application 
of the Genetic Algorithm. First, the sum of the cross-
ing in the pool of the current individuals uses the 
routes generated in the button Initial Solutions. After 
this, the pairs, which can suffer crossover are ran-
domly chosen and the number of pairs will be lower 
than the rate stipulated in the beginning. In the later 
part of the mutation process, the number of individu-
als who are able to suffer mutation is chosen. This 
will occur in the case the chosen number is lower 
than the mutation rate, as it occurs in crossover. In 
this way new individuals will be created and they 
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Origin and destination cities 

Mutation and crossover taxes 

Minimize route 
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will be better than the previous ones theoretically or 
they possess shorter route. Figure 7 presents the be-
ginning of shortest route determination process. 

 
 
 
 

 
Figure 6 – Initial solutions. 

 
 

 
Figure 7 – Beginning of shorter route determination 

process. 
 

Figure 8 shows 50% of process done. This can 
be seen in the program-monitoring bar at the bottom 
of the blue screen. 
 
 
 
 

 
Figure 8 – 50% of the process done. 

 
Figure 9 shows 75% of the process done. 

 

 
Figure 9 – 75% of the process done. 

 
5) The result obtained through the iterations is shown 
by Shortest Distance field. 

The shortest distance field provides the shortest 
route value. The shortest route field provides the 
sequence of cities in the route. Finally, the graph 
shows the way. Figure 10 shows the end of the short-
est route determination process. 

 
 
 
 
 



 
Figure 10 – End of process. 

6 Conclusions and Future Work 

Genetic Algorithms are appropriate for complex 
optimization problems as in the Traveling Salesman 
Problem. The use of this tool of optimization in the 
solution of the Traveling Salesman Problem can pro-
vide good results as the one obtained in this paper. 

It was necessary to elaborate a refinement of the 
results convergence conditions in order to improve 
and to speed up the attainment of satisfactory results. 
It was done because the convergence or not of the 
results depends strongly on the randomly generated 
initial condition. Thus, in this paper, it was possible 
to show the effectiveness of the Genetic Algorithm. 

Another important aspect in the use of the Ge-
netic Algorithm in the solution of problems is that 
the populations grow and so does the number of gen-
eration for the covering of the solutions space. This 
is due to of the great number of variables. A conse-
quence of this fact is that GA possesses high compu-
tational cost. 

This costless software is available for educa-
tional purposes. For that, please, contact the last au-
thor. 

A proposal for future work would be to include 
other evolutionary algorithms to solve the Traveling 
Salesman Problem, as for example PSO – Particle 
Swarm Optimization, Ant Colony. Another source of 
research would be to use Hybrid Systems of Knowl-
edge Representation (B. Nebel, 1987). Besides hav-
ing several representation forms, it also presents ac-
cess algorithms, which integrate the knowledge rep-
resented in the many forms, allowing it to be used 
intelligently. 
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